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ABSTRACT

This paper discusses a methodology available to develop digital systems based on both: embedded computer and tightly
coupled FPGA, using the virtual hardware. This approach allows to test design concepts and even to develop some parts
of firmware and software before the real hardware is built, or to allow multiple developers to work simultaneously when
only limited number of prototype devices is available.

The aim of this paper is to show different available methods, providing the hardware-software co-simulation for devel-
opment of such digital systems, with emphasis on the open source solutions, and to discuss their applicability.
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1. INTRODUCTION

Simulations are widely used today to support development and debugging of electronic systems. Typical simulators like
QEMU,' or Virtual Box? (I'll call them the “software level simulators” or shortly “SW simulators™) can emulate the target
platform providing instruction-accurate simulation of the software running on it. Therefore they allow to test the user
software or even the components of the operating system. The SW simulators are optimized for simulation of software,
even though they are able to provide functional simulation of the hardware creating the emulated platform.

The opposite side of the development activity is the simulation of user designed digital hardware. Such hardware is
usually described with hardware description languages (HDL) like Verilog or VHDL, and can be simulated with “hardware
level simulators” (I'll call them shortly “HW simulators”). Those simulators are optimized for precise simulation of
hardware components. For example the simulators like GHDL,? or Icarus Verilog* (to name two open source simulators)
or ModelSim® (the commercial one), are able to provide the “cycle accurate” Register Transfer level (RTL) simulation of
the hardware.

Contemporary electronic systems are built usually as tightly coupled: user designed specialized hardware, the embed-
ded system used to control that hardware and to process and retransmit the acquired data, and software running on that
embedded computer. Testing of all listed parts separately is difficult, or even impossible. Without possibility to perform the
joint simulation of both - hardware and software components, the development becomes expensive and time consuming.

In typical development cycle we have to design the hardware prototype, basing on some assumptions regarding possible
software solution. The work on software part may be started when the hardware specifications are ready, but thorough
testing of the interactions between the hardware and software parts must be delayed, until the hardware prototype is ready.

If the results of tests show the need for significant changes in hardware design, it is necessary to prepare next prototype
and subject it to tests. Sometimes the above step must be repeated a few times, depending on the design complexity, and
on skills of the development team.

One possible solution of the above problem would be to prepare the versatile hardware with reach set of functions and
communication interfaces, containing the big FPGA chip tightly connected with the embedded PC. Such versatile platform
could be used as “the first prototype” implementing both hardware and software components of the designed system. After
successful testing, the second prototype reduced to really utilized functions and interfaces may be built.
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Figure 1. Simulation of the system using only the hardware simulator.

In fact such approach is often used, when vendor manufactured evaluation kits (for example see Ref. 6) are used for
initial development, and the final hardware still significantly mimics the architecture of the development board.

However such approach has also significant disadvantages. The platform, versatile enough to be used as prototype
for complex systems, will be expensive. Additionally in contemporary, fast changing electronic market the life of such
platform can be quite short. When a new family of FPGA chips dominates the market, the usefulness of the platform based
on the old family decreases.

Therefore approach based on joint simulation of software and hardware components of the designed system - i.e.
hardware-software co-simulation is needed. In this paper I’ll describe available solutions, with emphasis on open source
tools, and evaluate their applicability.

2. USE OF HW SIMULATOR FOR THE WHOLE SYSTEM

The simplest, but naive approach would be to use the HW simulator to simulate the whole system - including the embedded
system and the newly developed hardware (see Fig. 1).

Generally it can be done, but the performance of such simulation is usually very poor, as the hardware level simulators
are not suited for simulation of such complex systems as embedded PC. The RTL simulation analyzes the state of all logic
gates and registers in the simulated system, which is not needed to provide required accuracy of SW simulation.

In Ref. 7 there is described a simulation of OpenRisc CPU running very simple C program. Even displaying of the
simple welcome message takes 40 seconds of simulation time, so simulation of any serious OS running on such platform
would be too slow to be useful.

Such approach can be probably used for systems containing FPGA chips connected to simple microcontrollers, but it is
useless to investigate systems containing bigger embedded computers, running under control of the true Operating System.

Maybe the situation could be improved by providing the higher (not RTL) level model of the CPU and the embedded
system, but this would require further investigations.

The real solution would be to avoid simulation of the embedded PC and the software in the HW simulator.

In some scenarios it is possible to run the software part of the system on the development machine itself, as it will be
described in the next section.

3. HW SIMULATOR WORKING WITH SOFTWARE RUNNING ON HOST MACHINE

In this approach, we use the hardware level simulator to emulate the user designed hardware, while the user software is
running directly on the development machine (see Fig. 2).

The simulation environment is created by substitution of original libraries, providing access to the hardware in final
system, with special libraries implementing the same API from the user side, but communicating with the HW simulator
emulating the user designed hardware.
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Figure 2. Simulation of the system using the user software running on host machine, and user hardware simulated by hardware simulator,
connected via emulated bus.
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Figure 3. Co-simulation using two simulators: HW simulator and SW simulator.

I’ve used successfully used this approach when developing the firmware for Data Contrator Card (DCC) board for
RPC trigger in CMS experiment in LHC.® The software used to control and test the DCC board during development was
written in Python. It could communicate either with the real VME interface or with special module, providing access to
the emulated local bus in hardware simulated with GHDL? simulator.

The module emulating the accesses to local bus provided functions allowing to perform the read access, the write access,
and to advance the simulation time in the simulator for user defined time. The module was published as open source in
the Usenet.” The method appeared to be very useful, however it may be applied only to relatively simple software, as
it does not allow to emulate behavior of the whole embedded system cooperating with our hardware (e.g. the behavior
of device drivers, performance of data transfers and so on). To extend possibilities of such testing, I have also prepared
another module,'” allowing to connect the VHDL described system, simulated in GHDL, to the emulated serial port (the
ptmx device) in the Linux based development machine.

In most cases however the development includes testing of both - hardware and low level components of the Operating
System like device drivers, and then instead of running the user software directly on the development host, we need to
combine two simulators.

4. CO-SIMULATION USING BOTH HARDWARE LEVEL AND SOFTWARE LEVEL SIMULATORS

Let’s assume, the we have an open source software simulator, able to simulate our target embedded PC in real time (e.g.
QEMU) and open source hardware simulator, able to simulate the hardware described in HDL (e.g. GHDL). It seems, that
we should be able modify them to work in parallel, providing both: fast simulation of the software components working on
our target platform - provided by the SW simulator, and cycle accurate simulation of the user-defined hardware - provided
by the HW simulator (see Fig. 3).

It seems, that simple extension of the concept described in section 3 should be sufficient. Unfortunately the problem is
more complex, as the synchronization of both simulators is not easy.



When the only interaction, between the part simulated in the SW simulator and the user defined hardware, is reading
of the registers or memories and writing to them, the synchronization is relatively simple. We can run the HW simulator
only when the SW simulator accesses the user defined hardware, continuing the simulation, until its simulated time (zgyw)
is equal to the simulated time in SW simulator (zsw). Unfortunately such simple model fails, when the user designed
hardware is connected to the external world, and the contents of the HW registers may change due to the event which
is not generated by the SW simulator. If tsw > tyw, the SW simulator will see those changes with delay. In case of
interrupts it will lead to increased interrupt latency, but in some scenarios it may give even disastrous results (e.g. when
the program flow depends on the content of a HW register in particular moment of simulated time). The only solution
would be to keep both simulators synchronized, but this would dramatically impair performance of the simulations. The
problem of synchronization was discussed in many publications and conference presentations'!~!3 and different solutions
are proposed, but solving of this problem for Register Transfer Level (RTL) simulations seems to be impossible. Therefore
the RTL simulations are too slow when combined with the software level simulations, and the only viable approach is to
use the Transaction Level Modeling16 (TLM) instead.

There are some solutions, based on this concept, allowing to simulate the hardware described on TLM level in Sys-
temC language with open source QEMU - QEMU-SystemC'”7 (which is a part of a bigger GreenSocs!® project) or with
proprietary simulator in Open Virtual Platform.'®

5. USE OF SYSTEMC FOR HARDWARE SIMULATION AND DEVELOPMENT

The SystemC?° language is often used for modeling and verification of the digital electronic systems. However its wide
use for synthesis of digital systems in FPGA is limited by the fact that most synthesis tools provided by the FPGA vendors
do not support SystemC synthesis “out of the box™. It is necessary to buy additional tools like AutoESL,?! SystemCrafter??
or Catapult C?3 at relatively high price.

The alternative could be to generate the SystemC model of the hardware from the HDL description used for synthesis.
In fact there are tools’* aimed on conversion of the Verilog or VHDL sources into SystemC, but it is almost impossible to
create to create the TLM model suitable for simulation from the RTL sources prepared for synthesis.

Another possibility could be generation of the HDL code suitable for synthesis from the TLM model used for simulation
and verification. Unfortunately the open source tools which are freely available?> 2% are able to convert only the RTL
style SystemC sources. To generate the RTL code from TLM SystemC model we need one of the previously mentioned
commercial tools.?!~23

6. MODELING OF USER DESIGNED HARDWARE AS A STANDARD QEMU DEVICE

If we are not going to use the commercial SystemC synthesizers, we need to work with two parallelly maintained descrip-
tions of our hardware - the first one, implemented in HDL, for synthesis, and the second one, implemented in SystemC, for
hardware-software co-simulation.

However, if we accept inconvenience of having two, separately maintained descriptions of our hardware, we can go
even further, and try to implement the model of our device in QEMU itself (see Fig. 4).

The QEMU simulator offers models of different devices used in multiple emulated hardware platforms. The hardware
devices needed to simulate those platforms are implemented in C++ language in the framework of QEMU.

Unfortunately QEMU documentation?” is rather sparse, and to understand the API used to model hardware, it is nec-
essary to analyze the code of device models provided in the “hw” directory?® in the QEMU sources.

To evaluate the device modeling API of QEMU as a tool to model user designed hardware, I've created a few models
of bus mastering DMA devices:

e The encryption accelerator engine?

e The Analog to Digital converter>°

e The Network Interface Card>!



Development machine

( )
Software Simulator (QEMU)

Embedded System

[Operating System )

and User Software
J

User defined
Hardware
as model for
Software Simulator

- )J
. J

Figure 4. Simulation based an a software simulator (QEMU) alone, but supplemented with the model of user hardware, implemented
as a QEMU device.

All of the above models have been published as open source designs. They have been successfully used as didactic tools
to train the students in development of device drivers, but have also shown good potential for modeling of user design
hardware, regarding it’s communication with the embedded system. Similar approach has been also used in Ref. 32, where
the data acquisition card and its QEMU model are described.

Main problem with modeling of our hardware as QEMU device, except of sparse documentation, is quick rate of API
changes. The models written by me and by authors of Ref. 32 were prepared for version 0.14 of QEMU. The current
version of QEMU is 1.1, and the device modeling API has significantly changed. There are some attempts to stabilize the
modeling API The first one was introduction of the concept of the new device model qdev.’3* The second one was the
announcement of the the “rbus” (remote bus), allowing to connect external models, in the last conference presentations35’ 36
dedicated to development of the QEMU, Unfortunately the source code of rbus seems to be not widely available yet.

7. CONCLUSIONS

The virtual hardware may be a reasonable option to increase speed and decrease costs of the development of systems
consisting of user defined digital part, based on programmable logic, tightly coupled with the embedded system or micro-
controller system, running the controlling software.

Unfortunately no perfect solution exists yet, which allows to obtain both real time, instruction-accurate simulation of
the software part of the system and cycle accurate simulation of the user defined hardware.

There is a trade-off between the speed and accuracy of the simulation, and there are a few options to chose from:

e RTL simulation of the whole system in HW level simulator (fully open source solution available, cycle accurate but
unacceptably slow simulation)

e RTL simulation of the user designed hardware in HW level simulator linked via emulated I/O interface to the software
running on development host (fully open source solution available, cycle accurate hardware simulation, but testing
of low level software layer, like device drivers and communication performance is not possible)

e Simulation of the software part in SW simulator linked with TLM level HW simulator (currently available for
SystemC description of user designed hardware, so either commercial SystemC synthesis tools are necessary, or
maintenance of separate HDL and SystemC sources of user designed hardware is necessary)

o Simulation of both software part and user designed hardware in QEMU, where user designed hardware is imple-
mented as QEMU device model (fully open source solution, fast simulation, maintenance of separate device models
in C++ and in HDL is necessary)



The QEMU simulator seems to be very promising software level simulator for hardware-software co-simulation sys-
tems, but further work is necessary on:

e providing a method to assure stable, well documented API for preparation of device models,

e implementing a method to link QEMU with RTL HW simulators for slower, but cycle-accurate simulations.
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